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OCC and Appraisal

Appraisal:
● Emotion component process model by Scherer:
Coordinated process of different subsystems
● Appraisal:
Cognitive evaluation of event
● OCC: (from the abstract of the paper on the last slide)

(d) in the OCC account […], appraisals are psychological aspects
of situations that distinguish one emotion from another,
rather than triggers that elicit emotions;

● OCC is a model that describes
constituting factors of emotions
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OCC Model

Feeler

emotions

World

Events People Objects

Goals Standards Attitudes

Consequences Behaviour Properties

me others
Further components
● Point of view: Different
consequences, standards,
goals, attitudes.
● Time:

● Anticipate an event
● Be afraid about
something that could
have happened
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OCC Redrawn
Valenced Reaction

Consequence of Event Action of Agent Aspect of Object

positive
negative

pleased
displeased

approving
disapproving

liking
disliking

Prospective Conseque. Actual Consequ. Self Agent Other Agent Familiar Aspect Unfamiliar Aspect

Related Consequence and Action

hope
fear

joy
distress

pride
shame

love
hate

interest
disgust

admiration
reproach

gratitude
anger

gratification
remorse

consequence

to be
desirable
for other

presumed
consequence
presumed

to be
undesirable
for other

consequence
disconfirms
prospective
desirable

consequence

consequence
disconfirms
prospective
undesirable
consequence

consequence
confirms
prospective
undesirable
consequence

consequence
confirms
prospective
desirable

consequence

satisfaction
—

—
fears-confirmed

relief
—

—
disappointment

happy-for
resentment

gloating
pity
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OCC Text Interpretation

Chapter 4
A Linguistic Interpretation of the OCC Emotion
Model for Affect Sensing from Text

Mostafa Al Masum Shaikh, Helmut Prendinger, and Mitsuru Ishizuka

Abstract Numerous approaches have already been employed to ‘sense’ affective
information from text; but none of those ever employed the OCC emotion model,
an influential theory of the cognitive and appraisal structure of emotion. The OCC
model derives 22 emotion types and two cognitive states as consequences of several
cognitive variables. In this chapter, we propose to relate cognitive variables of the
emotion model to linguistic components in text, in order to achieve emotion recog-
nition for a much larger set of emotions than handled in comparable approaches.
In particular, we provide tailored rules for textural emotion recognition, which are
inspired by the rules of the OCC emotion model. Hereby, we clarify how text com-
ponents can be mapped to specific values of the cognitive variables of the emotion
model. The resulting linguistics-based rule set for the OCC emotion types and cog-
nitive states allows us to determine a broad class of emotions conveyed by text.

4.1 Introduction

Research on Affective Computing (Picard 1997) investigates foundations of human
emotions and applications based on the recognition of emotions. Early work in Af-
fective Computing emphasized the physiological and behavioral aspects of emotion,
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A Rule-Based Approach to Implicit Emotion
Detection in Text

Orizu Udochukwu(B) and Yulan He

School of Engineering and Applied Science, Aston University, Birmingham, UK
{orizuus,y.he9}@aston.ac.uk

Abstract. Most research in the area of emotion detection in written
text focused on detecting explicit expressions of emotions in text. In this
paper, we present a rule-based pipeline approach for detecting implicit
emotions in written text without emotion-bearing words based on the
OCC Model. We have evaluated our approach on three different datasets
with five emotion categories. Our results show that the proposed app-
roach outperforms the lexicon matching method consistently across all
the three datasets by a large margin of 17–30% in F-measure and gives
competitive performance compared to a supervised classifier. In partic-
ular, when dealing with formal text which follows grammatical rules
strictly, our approach gives an average F-measure of 82.7% on “Happy”,
“Angry-Disgust” and “Sad”, even outperforming the supervised baseline
by nearly 17% in F-measure. Our preliminary results show the feasibility
of the approach for the task of implicit emotion detection in written text.

Keywords: Implicit emotions · OCC model · Emotion detection ·
Rule-based approach

1 Introduction

Human emotions are defined as subjective feelings and thoughts, and is a short
episode that is coordinated by the brain [4]. Emotions exist in various forms and
Ekman [2] made a strong compelling case for the six basic emotion categories. In
Natural language Processing (NLP), emotion detection focuses on categorising
a piece of text into an emotion category. The expression of emotion in written
text is through the use of words and most often emotion-bearing words such
as “happy”. However, emotions can be adequately expressed without the use of
emotion-bearing words. For example, given two sentences “The outcome of my
exam makes me happy.” and “I passed my exam.”, both sentences express the
emotion of happiness, with the first expressing it explicitly and the second imply-
ing it. Most research in the area of emotion detection focuses on explicit emotion
detection [6,9]. Implicit emotion detection is a much more difficult task and the
approaches which rely on emotion lexicons are inapplicable here. Although it is
possible to train supervised classifiers from annotated data, acquiring sufficient
annotated data for training requires heavy manual effort.
c© Springer International Publishing Switzerland 2015
C. Biemann et al. (Eds.): NLDB 2015, LNCS 9103, pp. 197–203, 2015.
DOI: 10.1007/978-3-319-19581-0 17
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Example Rules (à la Shaikh)

“The employee thinks that he might be fired.”
Variables:
● vr: valenced reaction

as sentence valence

● sr: self reaction
valence of event≈ desirability
● pros: prospect

valence of verb

● sp: self presumption
valence of event≈ desirability
● status

tense of verb

● de: direction of emotion
other if object is person/pronoun

● If (vr = true & sr = ‘displeased’ & pros = ‘negative’ &
sp = ‘undesirable’ & status = ‘unconfirmed’ & de = ‘self’)
⇒ fear
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Take Away

● Other Appraisal-motivated approaches
● Appraisal Theories according to
Smith/Ellsworth and Scherer
● Text-classification methods that consider these theories
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Assignment 02

Goal: Implement two emotion classification methods and compare
them on two corpora
Ideally: Come up with a research question that you would like to
answer.

Step 1: Choose corpora

● Decide on two annotated corpora you want to work with.
● Pick those from the data sets mentioned in class or elsewhere
(please limit your self to discrete categories)

● You can use your own corpus as a third test corpus
● See Ilias for corpora described in

https://www.aclweb.org/anthology/C18-1179/
● Don’t share any resources publicly!
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Assignment 02

Step 2: Choose method

● Decide on two out of four approaches:
1 Dictionary-based
2 OCC (or other rules)
3 ML/Feature based
4 ML/Deep Learning based
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Assignment 02

Step 3: Implement

● Implement two emotion classification approaches
(see step 2)
● Free choice of
libraries, models, architectures, programming languages

Step 4: Evaluate

● Evaluate your system on two independent hold out data sets
● Evaluate on your corpus (Ass. 01, optionally)

University of Stuttgart Roman Klinger Dec 13, 2022 10 / 44



. .. .. .. .. .. .. .
Recap

. .. .. .. .. .. .. .
Assignment 02

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Other Approaches

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Scherer

Assignment 02

University of Stuttgart Roman Klinger Dec 13, 2022 11 / 44



. .. .. .. .. .. .. .
Recap

. .. .. .. .. .. .. .
Assignment 02

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Other Approaches

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Scherer

Assignment 02

Step 5: Slides

● Prepare your slides, max 10 minutes, as before
● Content

● Introduction, Motivation
● Models/Methods
● Resources
● Experimental Setting
● Results
● Critical Assessment and Discussion

● (optionally: submit additional file with documentation
and/or longer version of the slides)
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Assignment 02

Get a grade
Please check:
● Did you properly motivate and explain what you are doing? Why
did you chose a particular approach? What would you like to learn
from the experiments you are performing?

● Are the slides (+optional additional document) understandable?
● Did you critical reflect on what you were doing? Did you look into
the results? What might have gone wrong? Are the results
somehow questionable?

● Did you clearly point out own creative ideas, ideally motivated by
observations during development? Were these properly explained?

● Do you share sufficient information that we see that the work has
been carefully performed? Is that observable from the
documentation?
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EmotiNet

R. Muñoz et al. (Eds.): NLDB 2011, LNCS 6716, pp. 27–39, 2011. 
© Springer-Verlag Berlin Heidelberg 2011 

EmotiNet: A Knowledge Base for Emotion Detection in 
Text Built on the Appraisal Theories  

Alexandra Balahur, Jesús M. Hermida, Andrés Montoyo, and Rafael Muñoz 

Department of Software and Computing Systems, University of Alicante, 
Apto. de correos 99, E-03080 Alicante, Spain 

{abalahur,jhermida,montoyo,rafael}@dlsi.ua.es 

Abstract. The automatic detection of emotions is a difficult task in Artificial 
Intelligence. In the field of Natural Language Processing, the challenge of 
automatically detecting emotion from text has been tackled from many 
perspectives. Nonetheless, the majority of the approaches contemplated only the 
word level. Due to the fact that emotion is most of the times not expressed 
through specific words, but by evoking situations that have a commonsense 
affective meaning, the performance of existing systems is low. This article 
presents the EmotiNet knowledge base – a resource for the detection of emotion 
from text based on commonsense knowledge on concepts, their interaction and 
their affective consequence. The core of the resource is built from a set of  
self-reported affective situations and extended with external sources of 
commonsense knowledge on emotion-triggering concepts. The results of the 
preliminary evaluations show that the approach is appropriate for capturing and 
storing the structure and the semantics of real situations and predict the 
emotional responses triggered by actions presented in text. 

Keywords: EmotiNet, emotion detection, emotion ontology, knowledge base, 
appraisal theories, self-reported affect, action chain. 

1   Introduction 

The study of human affect-related phenomena has always been a challenge. Different 
scientific theories of emotion have been developed along the last century of research 
in philosophy, psychology, cognitive sciences or neuroscience. In Natural Language 
Processing (NLP), although different approaches to tackle the issue of emotion 
detection in text have been proposed, the complexity of the emotional phenomena led 
to a low performance of the systems implementing this task [1]. The main issue 
related to the present approaches is that they only contemplate the word level, while 
expressions of emotion are most of the times not present in text in specific words (e.g. 
“I am angry.”)  [2]. Most of the times, the affect expressed in text results from the 
interpretation of the situation presented therein [3,4]. Psychological theories of 
emotion give various explanations as to why certain episodes lead to a specific 
affective state [5]. Among them, the so-called “appraisal theories” [6] state that an 
emotion can only be experienced by a person if it is elicited by an appraisal of an 
object that directly affects them and that the result is based on the person’s 
experience, goals and opportunities for action.  

● Build knowledge base of
annotated triples:
subject—action—object
→emotional reaction
● Approach: Extract agent, verb,
patient with semantic role
labeling from emotion corpora;
then manually annotate
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EmotiNet KB

mother_f1
father_f1

son_f1
daughter_f1

boyfriend_f1

grandmother_f1

isMarriedTo

isMarriedTo

hasSon

hasChild
hasDaughter

anger

fear

surprise

joy

sadness

shame

guilt

basicEmotion

basicEmotion

oppositeEmotion
anticipation

disgust

trust
oppositeEmotion

oppositeEmotion

op
po

si
te
Em

ot
io
n

optimism

hasEmotion

vigilance

hasHigherIntensity

feel_guilty_1

argue_1

shout_1

sequence_1_1

sequence_1_2

emotionFelt
actor

actor

actor

Action Chain

target

target

⇒ Complex annotations, interesting resource motivated by
event analysis, but appraisal theories are (in my opinion/view)

not directly encoded in the model.
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Hofmann, 2020:
Appraisal-based Emotion Analysis

Proceedings of the 28th International Conference on Computational Linguistics, pages 125–138

Barcelona, Spain (Online), December 8-13, 2020

125

Appraisal Theories for Emotion Classification in Text

Jan Hofmann1, Enrica Troiano1, Kai Sassenberg2,3, and Roman Klinger1
1Institut für Maschinelle Sprachverarbeitung, University of Stuttgart, Germany

2Leibniz-Institut für Wissensmedien, Tübingen, Germany
3University of Tübingen, Germany

{jan.hofmann,enrica.troiano,roman.klinger}@ims.uni-stuttgart.de
k.sassenberg@iwm-tuebingen.de

Abstract

Automatic emotion categorization has been predominantly formulated as text classification in
which textual units are assigned to an emotion from a predefined inventory, for instance following
the fundamental emotion classes proposed by Paul Ekman (fear, joy, anger, disgust, sadness,
surprise) or Robert Plutchik (adding trust, anticipation). This approach ignores existing psycho-
logical theories to some degree, which provide explanations regarding the perception of events.
For instance, the description that somebody discovers a snake is associated with fear, based on
the appraisal as being an unpleasant and non-controllable situation. This emotion reconstruction
is even possible without having access to explicit reports of a subjective feeling (for instance
expressing this with the words “I am afraid.”). Automatic classification approaches therefore need
to learn properties of events as latent variables (for instance that the uncertainty and the mental
or physical effort associated with the encounter of a snake leads to fear). With this paper, we
propose to make such interpretations of events explicit, following theories of cognitive appraisal
of events, and show their potential for emotion classification when being encoded in classification
models. Our results show that high quality appraisal dimension assignments in event descriptions
lead to an improvement in the classification of discrete emotion categories. We make our corpus
of appraisal-annotated emotion-associated event descriptions publicly available.

1 Introduction

The task of emotion analysis is commonly formulated as classification or regression in which textual units
(documents, paragraphs, sentences, words) are mapped to a predefined reference system, for instance
the sets of fundamental emotions fear, anger, joy, surprise, disgust, and sadness proposed by Ekman
(1999), or by Plutchik (2001), which includes also trust and anticipation. Machine learning-based models
need to figure out which words point to a particular emotion experienced by a reader, by the author of
a text, or a character in it. Depending on the resource which has been annotated, the description of an
emotion experience can vary. On Twitter, for instance, other than direct reports of an emotion state (“I
feel depressed”), hashtags are used as emotion labels to enrich the description of events and stances (“I
just got my exam result #sad”). In news articles, emotional events are sometimes explicitly mentioned
(“couple infuriate officials” (Bostan et al., 2020)) and other times require world knowledge (“Tom Cruise
and Katie Holmes set wedding date”, labeled as surprise (Strapparava and Mihalcea, 2007)). In literature,
a sequence of events which forms the narrative leads to an emotion in the reader. In this paper, we focus
on those texts which communicate emotions without an explicit emotion word, but rather describe events
for which an emotion association is evident.

Such textual examples became popular in natural language processing research with the use of the data
generated in the ISEAR project (Scherer and Wallbott, 1997). The project led to a dataset of descriptions
of events triggering specific affective states, which was originally collected to study event interpretations
with a psychological focus. In text analysis, to infer the emotion felt by the writers of those reports, an

This work is licensed under a Creative Commons Attribution 4.0 International License. License details: http://
creativecommons.org/licenses/by/4.0/.

● Goal 1: Annotate corpus with
appraisal dimensions
● Goal 2: Use classifier which
predicts appraisal variables to
improve emotion classification
● Post-annotation of
crowdsourced corpus,
following idea of ISEAR
(Troiano, 2018)
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Hofmann, 2020: Basis is Smith/Ellsworth (1985)
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Hofmann, 2020: Appraisal Annotation

Most probably, at the time when the event happened, the
writer…
● …wanted to devote further attention to the event. (Attention)
● …was certain about what was happening. (Certainty)
● …had to expend mental or physical effort to
deal with the situation. (Effort)
● …found that the event was pleasant. (Pleasantness)
● …was responsible for the situation. (Responsibility)
● …found that he/she was in control of the situation. (Control)
● …found that the event could not have been
changed/influenced by anyone. (Circumstance)
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Hofmann, 2020: Examples

(Attention, Certainty, Effort, Pleasantness,
Responsibility, Control, Circumstance)
● when my neighbour started to throw rubbish in my garden
for no reason.
Attention, Certainty, Anger
● to watch someone eat insects on television.
Certainty, Disgust
● when our kitten escaped in the late evening and we thought
he was lost.
Attention, Certrainty, Circumstance, Fear
● when I took something without paying.
Certainty, Responsibility, Control, Guilt

University of Stuttgart Roman Klinger Dec 13, 2022 19 / 44
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Hofmann, 2020: Annotation Results

Anger
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.

Disgust
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.

Fear
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.

Guilt
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.

Joy
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.

Sadness
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.

Shame
Attention

Certainty

Effort

PleasantRespons.

Control

Circum.
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Hofmann, 2020: Inter-Annotator Agreement

130

Cohen’s 

between annotators annotator–majority

Appraisal Dimension A1/A2 A1/A3 A2/A3 avg. A1 A2 A3 avg.

Attentional Activity .28 .24 .41 .31 .50 .76 .66 .64
Certainty .41 .23 .29 .31 .62 .77 .46 .62
Anticipated Effort .38 .33 .26 .32 .69 .67 .62 .66
Pleasantness .89 .88 .90 .89 .93 .96 .94 .94
Responsibility .68 .57 .63 .63 .80 .88 .76 .81
Control .65 .56 .52 .58 .84 .81 .70 .78
Circumstance .52 .32 .28 .37 .80 .69 .49 .66

Average .59 .48 .52 .53 .77 .82 .70 .76

Table 2: Cohen’s  between all annotator pairs and between each annotator and the majority vote.

Appraisal Dimension

Emotion Attention Certainty Effort Pleasant Respons. Control Circum.

Anger 129 .90 119 .83 60 .42 0 .00 9 .06 1 .01 5 .03
Disgust 67 .47 134 .94 40 .28 2 .01 14 .10 11 .08 24 .17

Fear 129 .90 13 .09 121 .85 4 .03 43 .30 18 .13 66 .46
Guilt 55 .38 132 .92 36 .25 0 .00 133 .93 88 .62 11 .08

Joy 139 .97 140 .98 4 .03 141 .99 65 .45 41 .29 25 .17
Sadness 122 .85 112 .78 88 .62 1 .01 7 .05 2 .01 97 .68

Shame 32 .22 111 .78 51 .36 1 .01 106 .74 67 .47 12 .08

Total 673 761 400 149 377 228 240

Table 3: Instance counts and ratios across emotions and appraisal annotations.

Nevertheless, we decided to continue without this information, in order to evaluate the annotator’s
performance in a similar setting as we evaluate the automatic model – to predict appraisal for emotion
classification. We show the pairwise inter-annotator scores of the final set in Table 2. The agreement
scores between the different annotator pairs are comparable.

These scores tell us that rating appraisal dimensions for given events is challenging, and its difficulty
varies depending on the categories. Given the comparably low agreement obtained for a subset of
dimensions, we opt for a “crowd-sourcing”-like aggregation by taking the majority vote to form the final
annotation, included in Table 2, on the right side of the table. We observe that the agreement between
majority vote and each annotator is constantly above =.62, which is an acceptable agreement (avg.=.76).

3.2 Analysis
In Table 3 are the cooccurrence counts across emotion and appraisal dimension pairs, as well as the relative
counts normalized by emotion (enISEAR provides 143 descriptions per emotion). The most frequently
annotated class is certainty, followed by attention. Appraisal dimensions are differently distributed
across emotions: anger and fear require attention, guilt and shame do not; disgust and anger show the
highest association with certainty, in opposition to fear. Responsibility and control play the biggest
role in guilt and shame, while joy, non-surprisingly, strongly relates to pleasantness. Fear has a clear
link with anticipated effort and, together with sadness, it is characterized by the inability to control the
circumstance.

These numbers are particularly interesting in comparison with the findings of Smith and Ellsworth
(1985), who report the average scores along the appraisal dimensions (based on a principle component
analysis) for each emotion2. Results are consistent in most cases. For instance, joy (or happiness in
Table 1) stands out as highly pleasant and barely related to anticipated effort. Self responsibility is lowest
in anger, an emotion that arises when blame is externalized, and mostly present in shame and guilt, which
derive from blaming the self (Tracy and Robins, 2006). These two are also the emotions that annotators

2We report the subset of emotions that overlap with ours. Also note that their “Control” corresponds to our “Circum.”.
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Hofmann, 2020: Modeling
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Figure 1: Tasks investigated in experiments on appraisal-
driven emotion analysis.

T!A

Appraisal P R F1

Attention 81 84 82
Certainty 84 86 85
Effort 68 68 68
Pleasantness 79 63 70
Responsibility 74 68 71
Control 63 49 55
Circumstance 65 58 61

Macro avg. 73 68 70
Micro avg. 77 74 75

Table 4: Classifier performance on
predicting appraisal dimensions.

Oracle Ensembles

T!E T!A,A!E A!E (Gold) T!A/E T!A!E + T!E T!A/E + T!E

Emotion P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

Anger 51 52 52 34 62 44 55 71 62 51 52 52 66 81 73 59 59 59
Disgust 65 63 64 59 34 43 53 48 51 64 64 64 78 68 73 69 66 67
Fear 69 71 70 55 55 55 79 78 78 70 68 69 76 77 77 73 75 74
Guilt 47 42 44 38 50 43 57 70 63 45 42 44 60 63 62 58 54 56
Joy 74 80 77 77 69 72 94 98 96 77 77 77 79 80 80 79 85 82
Sadness 69 67 68 58 40 47 69 63 66 68 68 68 74 70 72 73 71 72
Shame 44 45 45 36 24 29 56 35 43 43 43 43 58 51 54 51 52 52

Macro avg. 60 60 60 51 48 48 66 66 65 60 59 59 70 70 70 66 66 66
Micro avg. 60 48 66 59 70 66

Table 5: Comparison of the Text-to-Emotion baseline (T!E) with the performance of first prediction
appraisal followed by emotion analysis (T!A,A!E) and the multi-task setting (T!A/E). The oracle
consists of a combination of two models and is informed which model is more likely to make the correct
prediction.

intuition on the expected performance with a given data set, but the prediction of appraisal dimensions has
never been performed before. Hence, we report precision, recall, and F1 for each appraisal component
considered in Table 4. The prediction of certainty works best (85%F1) followed by attention (82%F1).
The lowest performance is seen for control (55%F1) and circumstance (61%F1). These results are only
partially in line with the inter-annotator agreement scores. We obtain a .75 micro average F1 score.

Experiment 2 (Appraisal Interpretation, A!E) aims at understanding how well emotions can be
predicted from appraisals. We compare the baseline text-to-emotion setting (T!E) to the pipeline setting
that first predicts the appraisal and then, from those, the emotion. In the pipeline setting we train the
second step (A!E) on the gold appraisal annotations, not on the predictions.5 We compare this setting to
the performance of the appraisal-to-emotion model (A!E), when applied on gold appraisal annotations.
This serves as an upper bound which can be reached with the best-performing appraisal prediction model.

We first turn to the results of the model which predicts the emotion based on annotated (gold) appraisal
dimensions (A!E (gold)). Here, we observe a clear improvement in contrast to the emotion classification
which has access to the text (T!E). Anger increases from .52 to .62, disgust decreases from .64 to .51,
fear increases from .70 to .78, guilt from .44 to .63, joy from .77 to .96, sadness decreases from .68 to .66
and shame decreased from .45 to .43. On micro average, the performance increases from .60 to .66% F1.
These results are an upper-bound for the performance that can be achieved with the pipeline model, under
the assumption of having access to perfect appraisal predictions.

When moving to the real-world setting of first predicting the appraisal dimensions and then, based
on those, predicting the emotion, the performance scores drop from 66 to 48% F1. This is an indicator

5We also tested if training on the prediction leads to better results, but it constantly underperformed.
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deISEAR ISEAR TEC Blogs

Appraisal P R F1 P R F1 P R F1 P R F1

Attentional Activity 79 68 73 83 82 83 90 91 91 94 94 94
Certainty 79 90 84 89 92 90 87 89 88 97 97 97
Anticipated Effort 88 93 91 94 95 94 74 68 71 91 93 92
Pleasantness 80 69 77 91 90 91 85 86 86 97 97 97
Responsibility/Control 80 69 74 88 85 86 79 79 79 94 96 95
Situational Control 73 69 71 83 81 82 79 79 79 88 86 87

Macro ? 81 76 78 88 87 88 82 82 82 94 94 94
Micro ? 82 81 81 89 89 89 84 84 84 94 95 94

Table 5: Experiment 2, Generalization to other corpora. All results are averages across 3⇥10 cross validations.
Note that the last three columns from Table 4 correspond to the same setting as it is in here.

4.3 Model Performance Notes and
Comparison to Original Data Annotation

The data that we use was made available to support
appraisal-based research in emotion analysis. It
consists of the same instances we annotated in Hof-
mann et al. (2020). However, in this previous work,
each instance was judged by three annotators, who
did not have access to the emotion labels of the
texts, and the experiments have been performed on
labels obtained with the majority vote of the annota-
tors. Instead, for the current experiments, the labels
by only one annotator on all instances have been
used. Therefore, the experiments of the two papers
are not strictly comparable. In addition, Hofmann
et al. (2020) adopted a CNN-based classifier. Brief,
there are two sources for non-comparability in our
experiments: different label sets and different mod-
els. We aimed at leveraging a more state-of-the-art
transformer-based model, but at the same time, we
needed different label sets to better understand the
appraisal annotation processes.

For transparency reasons, we show the perfor-
mance of our RoBERTA model on the original
labels against the results by Hofmann et al. (2020).
Table 6 compares the two studies with respect to ap-
praisals and Table 7 with respect to emotion predic-
tions. The emotion recognition models consist of a
text-based model (T!E), a pipeline that first pre-
dicts the appraisal and then classifies the emotion
without access to text with a two-layer dense neural
network (T!A, A!E). To measure the comple-
mentarity of these two settings, a third model is an
oracle ensemble (T!A!E + T!E) which accepts a
prediction as true positive if one of the two models
provides the correct prediction.

On this original data set by Hofmann et al.
(2020), our model constitutes a new state of the
art. The micro-averaged appraisal prediction with

CNN RoBERTa

Appraisal P R F1 P R F1

Attention 81 84 82 86 90 88
Certainty 84 86 85 87 94 91
Effort 68 68 68 79 77 78
Pleasantness 79 63 70 92 92 92
Responsibility 74 68 71 86 85 85
Control 63 49 55 81 73 77
Circumstance 65 58 61 74 69 71

Macro ? 73 68 70 83 83 83
Micro ? 77 74 75 84 85 85

Table 6: RoBERTA model performance on predict-
ing appraisals on the original data by Hofmann et al.
(2020), compared to their CNN results.

RoBERTa is 10pp higher than the original CNN-
based model; the emotion classification has similar
improvements, and the overall relation between the
model configurations remains comparable.

5 Qualitative Analysis

To better understand how revealing emotions af-
fects the annotations in Experiment 1, we provide
some concrete examples. Table 8 reports instances
from enISEAR. We show for which appraisal vari-
ables the agreement changes, by marking the ap-
praisal with + or �. For instance, �attention
means that the annotators came to disagree on that
appraisal dimension when the emotion was uncov-
ered, while +pleasantness indicates that they came
to agree thanks to the knowledge of the emotion la-
bel. Note that + does not mean that the dimension
was marked as 1 by both annotators. The examples
are sorted by the sum of changes in agreement.

In Example (1) an event is described in a way
which leaves open if there is responsibility, pleas-
antness, anticipated effort, and even if the experi-
encer is entirely certain about what is happening.
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Figure 1: Tasks investigated in experiments on appraisal-
driven emotion analysis.

T!A

Appraisal P R F1

Attention 81 84 82
Certainty 84 86 85
Effort 68 68 68
Pleasantness 79 63 70
Responsibility 74 68 71
Control 63 49 55
Circumstance 65 58 61

Macro avg. 73 68 70
Micro avg. 77 74 75

Table 4: Classifier performance on
predicting appraisal dimensions.

Oracle Ensembles

T!E T!A,A!E A!E (Gold) T!A/E T!A!E + T!E T!A/E + T!E

Emotion P R F1 P R F1 P R F1 P R F1 P R F1 P R F1

Anger 51 52 52 34 62 44 55 71 62 51 52 52 66 81 73 59 59 59
Disgust 65 63 64 59 34 43 53 48 51 64 64 64 78 68 73 69 66 67
Fear 69 71 70 55 55 55 79 78 78 70 68 69 76 77 77 73 75 74
Guilt 47 42 44 38 50 43 57 70 63 45 42 44 60 63 62 58 54 56
Joy 74 80 77 77 69 72 94 98 96 77 77 77 79 80 80 79 85 82
Sadness 69 67 68 58 40 47 69 63 66 68 68 68 74 70 72 73 71 72
Shame 44 45 45 36 24 29 56 35 43 43 43 43 58 51 54 51 52 52

Macro avg. 60 60 60 51 48 48 66 66 65 60 59 59 70 70 70 66 66 66
Micro avg. 60 48 66 59 70 66

Table 5: Comparison of the Text-to-Emotion baseline (T!E) with the performance of first prediction
appraisal followed by emotion analysis (T!A,A!E) and the multi-task setting (T!A/E). The oracle
consists of a combination of two models and is informed which model is more likely to make the correct
prediction.

intuition on the expected performance with a given data set, but the prediction of appraisal dimensions has
never been performed before. Hence, we report precision, recall, and F1 for each appraisal component
considered in Table 4. The prediction of certainty works best (85%F1) followed by attention (82%F1).
The lowest performance is seen for control (55%F1) and circumstance (61%F1). These results are only
partially in line with the inter-annotator agreement scores. We obtain a .75 micro average F1 score.

Experiment 2 (Appraisal Interpretation, A!E) aims at understanding how well emotions can be
predicted from appraisals. We compare the baseline text-to-emotion setting (T!E) to the pipeline setting
that first predicts the appraisal and then, from those, the emotion. In the pipeline setting we train the
second step (A!E) on the gold appraisal annotations, not on the predictions.5 We compare this setting to
the performance of the appraisal-to-emotion model (A!E), when applied on gold appraisal annotations.
This serves as an upper bound which can be reached with the best-performing appraisal prediction model.

We first turn to the results of the model which predicts the emotion based on annotated (gold) appraisal
dimensions (A!E (gold)). Here, we observe a clear improvement in contrast to the emotion classification
which has access to the text (T!E). Anger increases from .52 to .62, disgust decreases from .64 to .51,
fear increases from .70 to .78, guilt from .44 to .63, joy from .77 to .96, sadness decreases from .68 to .66
and shame decreased from .45 to .43. On micro average, the performance increases from .60 to .66% F1.
These results are an upper-bound for the performance that can be achieved with the pipeline model, under
the assumption of having access to perfect appraisal predictions.

When moving to the real-world setting of first predicting the appraisal dimensions and then, based
on those, predicting the emotion, the performance scores drop from 66 to 48% F1. This is an indicator

5We also tested if training on the prediction leads to better results, but it constantly underperformed.
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● Stranisci et al., LREC 2022: APPReddit: a Corpus of Reddit
Posts Annotated for Appraisal
https://aclanthology.org/2022.lrec-1.406/
● First real-world text corpus annotated with appraisal
information
● Model following an appraisal theory that has a focus on how
people cope with issues.
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Emotion Family Unexpectedness Certainty Control Consistency Responsibility Appetitive

Hope Contacting � � � + NA NA

Joy Contacting NA + + + NA +
Fear Distancing � � � � NA �
Distress Distancing NA + � � NA �
Regret Distancing NA +/� � � Self �
Anger Attack NA +/� + � Other �
Guilt Attack NA +/� + � Self �
Shame Rejection NA +/� � � Other �
Surprise NA + NA NA NA Circumstance NA

Table 1: Examples of interaction between emotions and appraisal according to Roseman (2013)

tive evaluations of features of the environment that are
significant for the organism’s well-being (Moors et al.,
2013). Appraisal theories see emotions as processes
rather than discrete states and focus on the components
of these processes, describing the key components of
emotion elicitation, intensity and differentiation, i.e.,
the emotion that follows the cognitive evaluation of
a given event and its intensity (Moors, 2009). The
term appraisal refers to a spontaneous and effortless
assessment of the environment against a set of features,
named appraisal variables; this assessment, along with
changes in action tendencies, behavioral responses and
bodily reactions, creates an emotional episode. The-
ories have identified a core set of appraisal variables,
such as goal relevance, goal congruence or motive con-
sistency, certainty, coping potential or control, agency,
and unexpectedness (Sander et al., 2018).
In agent theories, the interest for appraisal theories,
motivated by the goal of creating believable virtual
agents, has led to the integration of appraisal mod-
els into agents architectures. In particular, Marsella
and Gratch (2009) proposed a general framework
for emotional appraisal and coping in agents, where
these two processes interact continuously: their frame-
work, called EMA, has affected several research ar-
eas within affective sciences, ranging from social
robotics (Breazeal et al., 2016) to computational lin-
guistics (Clavel and Callejas, 2015). Dias et al. (2014)
integrated the appraisal model proposed by Ortony et
al. (1990) into a virtual agent architecture where the
emotional appraisal affects the agent’s deliberation and
planning to yield a more natural behavior.
A thorough review of appraisal theories goes beyond
the scope of this paper (see: Dalgleish and Power
(2000), Scherer et al. (2001), Moors et al. (2013)).
Nevertheless, the appraisal theory proposed by Rose-
man (1991) is crucial to understand our work. Rose-
man’s Emotion System model (Roseman, 2013) pro-
vides a detailed description of emotions and corre-
sponding appraisal processes, in terms of the different
dimensions that are leveraged to evaluate the environ-
ment. The model also describes how these dimensions
interact to elicit a given emotion, and the coping re-
sponses that follow a given appraisal and the elicited

emotion. Table 1 shows a subset of emotions and ap-
praisal dimensions according to Roseman (2013). As
it can be seen, each emotion is grouped in a family
of behaviors — contacting, distancing, attack, rejec-
tion — and is the product of a specific combination
of appraisal dimensions. For instance, anger is part
of the Attack emotion family group and is the product
of high control, low consistency, and external cause of
the event. Despite the availability of appraisal theo-
ries, Roseman’s modeling of emotional responses fits
our need for developing a linguisitic resource focused
on how emotions, events, and behaviour interact and
are explained. Thereby, we chose this specific theory
of appraisal to design our annotation scheme.

3. Corpus Creation

APPReddit is a corpus of 500 Reddit posts annotated
for appraisal. Each post contains one or more events
(for an overall 1, 091 events) annotated on five ap-
praisal dimensions derived from Roseman’s model:
Certainty, Consistency, Control, Unexpectedness, and
Responsibility.

3.1. Annotation Scheme

The annotation scheme was developed based on 5 out
of 7 appraisal dimensions formulated by Roseman (see
Table 2).
Unexpectedness measures the extent to which an event
took the agent unaware, and correlates with surprise.
Highly unexpected events such as the sudden death of
a relative may determine high unexpectedness.
Consistency evaluates whether a situation matches
agent’s goals. Being stuck in a traffic jam is perceived
as motive inconsistent by a person who is trying to
reach their workplace in time.
Certainty measures the degree of certainty of an event.
Having a job interview scheduled for tomorrow can
lead to high uncertainty about getting the job, but even
events in the past may be uncertain. A low confident
student may be not certain about the result of their test.
Control plays a role in the evaluation of how much an
agent has control on a situation. Most of the people are
likely to have low control on macroeconomic events,
while they could have an impact on everyday situations.
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Figure 1: Screenshot of the annotation interface showing the annotation of the title of a post.

Responsibility is about who is perceived as responsi-
ble for a situation. The author of a message about being
harassed by their boss is identifying the cause of a situ-
ation as someone/something external. A person who is
telling their story about how they overcome depression
may consider themselves responsible for this situation.

The following two dimensions of Roseman’s Emotion
System Model (Roseman, 2013) are not included in our
annotation scheme.
Motivational State is not part of the annotation
schema for two reasons. This dimension is the most
correlated with coping strategies, since it focuses on
distancing or contacting with an event that may be per-
ceived as punishing or rewarding by the agent. During
a first trial annotation, this appraisal dimension seemed
to overlap with coping strategies adopted by the user
who posted the message. Furthermore, this kind of
evaluation often appears to be pragmatic, thus not hav-
ing an explicit manifestation in the text.
Problem Type focuses on whether a situation is intrin-
sically motive-inconsistent or not. We did not consider
it as part of the annotation schema because it could be
inferred directly from the Consistency dimension.
Except for Responsibility, each dimension in our anno-
tation schema is evaluated on a scale from 1 (very low
presence) to 4 (very high presence). Agency is the only
dimension with a nominal set of options: self, other,
and both.
The annotation of Unexpectedness had to be evaluated
as ‘Not Applicable’ for each event not yet happened.
Remaining dimensions could be marked as ‘Irrelevant’
only together.

Appraisal Dimension Annotation Scheme

Unexpectedness Is the event expected?
Consistency Is the event motive consis-

tent?
Certainty Is the event certain?
Control Does the user have control

over the situation?
Responsibility Who is responsible for the

event?

Table 2: Roseman’s model of appraisal, adapted from
Roseman (2001), mapped onto the annotation scheme.

3.2. Data Collection and Annotation

Selecting non-experimental data to be annotated for ap-
praisal is not a trivial operation. The texts shall ex-
press one or more situations or events triggering an
emotion, and they have to be long enough for such a
fine-grained annotation. Reddit responds to this need
because instead of being a continuous stream of con-
tent, like other social media, its structure is similar to a
collection of forums. It is organized in thematic chan-
nels (called subreddits), where users can start threads
about a disparate range of topics, including sharing
their personal issues and emotions. After a review of
the public subreddits, we selected 20 of them. The
full list of subreddits is the following: Anger, offmy-
chest, helpmecope, anxiety, mentalhealth, relation-
ship advice, rant, DecidingToBeBetter, CasualConver-
sation, getting over it, UnsentLetters, apologizeplease,
changemyview, DearPeople, Dear Ex, dearsincerely,
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Other agreement issues were dimension-specific. For
instance, the following event (e2) has been interpreted
as highly consistent (3) by the first annotator for its
reference to people with “more catastrophic problems”
than the appraising agent (thus, minimizing the mis-
match with the agent’s goals, according to the defini-
tion of Consistency); conversely, the second annotator
interpreted the event as poorly Consistent (1) focusing
on the self-pity expressed by the author about people
telling them “to be grateful” (and thus emphasising the
mismatch with the agent’s goal).
(e2) and if I was rich I would donate 90% of my funds
to helping those people, but just because people have
more catastrophic problems than me, doesn’t mean I
don’t have a right to cry, yell, complain, etc. And I just
get tired of people telling me to be grateful, everyone
has problems, we have a right to complain without tak-
ing in to factor other world problems, please kill your-
self.

Appraisal Dimension Krippendorff’s Alpha

Unexpectedness 0.36
Consistency 0.48
Certainty 0.44
Control 0.38
Responsibility 0.41

Table 3: The Krippendroff’s Alpha score for each ap-
praisal dimension that was annotated.

In order to account for this type of divergences, we de-
fined two types of agreement: ‘agreement’ when the
two annotators labeled the event with the same scalar
value; ‘partial agreement’ for the cases where annota-
tors’ values different by one point in the scale (e.g.,
2 and 3) and calculated the mean. All the remaining
events were labeled by a third annotator, who solved
the disagreement. For instance, Consistency in e2 was
marked as low (1). Finally, we mapped scalar values
to dichotomous nominal categories: appraisal dimen-
sions with a score equal or lower than 2 were mapped
to 0 (low) while dimensions with a score above 2 were
mapped to 1 (high).
The annotation scheme for Responsibility was nomi-
nal, therefore there were no ‘partial agreement’ cases.
When mapped to dichotomous categories, we merged
‘both’ and ‘self’ responsibility values into 1 (high:
events in which the user is totally or partially responsi-
ble) while ‘other’ was mapped to 0 (low: events where
the user is not responsible).

4. Corpus Description

A first overview of the corpus (see Table 4) shows a
moderate imbalance towards low-labelled dimensions
for Unexpectedness (0.43 low vs. 0.28 high), Consis-
tency (0.53 low vs. 0.36 high), and Control (0.54 low
vs. 0.35 high). In enISEAR, both Consistency (0.85

Figure 2: Correlation of appraisal dimensions within
the APPReddit corpus (Spearman’s ⇢).

low vs. 0.15 high) and Control (0.78 low vs. 0.22 high)
are also skewed toward low values, but with a stronger
imbalance. Certainty (0.10 low vs. 0.79 high) was in-
stead mostly annotated as high in our corpus, similarly
and actually more strongly unbalanced than enISEAR
(0.24 low vs. 0.76 high). This seems to be due to the
type of data we annotated. In fact, Reddit posts often
report events and situations happened in the past, that
are therefore more likely to be certain. Responsibility
in APPReddit (0.4 low vs. 0.5 high) is annotated with
an inverse trend with respect to esISEAR (0.62 low vs.
0.38 high), possibly due to the autobiographical nature
of the posts. Finally, a relevant tendency appears to
be the high number of events where Unexpectedness is
not applicable (0.29 of the total), since all events that
are not yet happened do not have a value for this di-
mension.

APPReddit corpus Low High NA

Unexpectedness 0.43 0.28 0.29
Consistency 0.53 0.36 0.11
Certainty 0.10 0.79 0.11
Control 0.54 0.35 0.11
Responsibility 0.40 0.50 0.10
enISEAR corpus Low High NA

Certainty 0.24 0.76 0
Consistency 0.85 0.15 0
Responsibility 0.62 0.38 0
Control 0.78 0.22 0
Attention 0.33 0.67 0
Effort 0.60 0.40 0
Circumstance 0.76 0.24 0

Table 4: The percentage distribution of labels in AP-
PReddit and enISEAR corpora (with labels mapped
from a 4-value scale to two dichotomous nominal cate-
gories).

Given the multi-dimensional annotation scheme of ap-
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Goal:
● Understanding how well such appraisals can be predicted
● Understanding how (dis)-similar such corpus is from
enISEAR (Hofmann)

3816

Training set Test set Certainty Consistency Responsibility Control
APPReddit APPReddit 0.832 0.675 0.688 0.507
enISEAR APPReddit 0.844 0.450 0.318 0.455
enISEAR enISEAR 0.684 0.840 0.616 0.685
APPReddit enISEAR 0.651 0.841 0.551 0.699
APPReddit+enISEAR enISEAR 0.674 0.870 0.658 0.712
APPReddit+enISEAR APPReddit 0.832 0.646 0.689 0.510

Table 5: Results of mapping experiments between APPReddit and enISEAR corpus in terms F1-scores.

an event) may has had a role in such a drop of the
F1-score. The last experiment, which relied on merg-
ing both corpora in a unique training set, achieved en-
couraging performances. The concatenation of AP-
PReddit and enISEAR showed equal or better perfor-
mances on Consistency, Responsibility, and Control
with enISEAR as test set, and a limited drop in pre-
dicting Certainty (0.67 vs 0.68). It also predicted well
on three dimensions from the APPReddit test set: Cer-
tainty, Responsibility and Control, with a little loss of
performance for Consistency (0.64 vs 0.67). It is worth
mentioning the impact of such merging on Responsibil-
ity if compared to other experiments: enISEAR alone
showed a F1-score drop of 0.37 point in predicting this
dimension in the APPReddit test set, while the con-
catenation led to an increase of 0.001. Similarly, the
merged corpora increased the F1-score by 0.10 in pre-
dicting Responsibility from enISEAR test set, if com-
pared to APPReddit alone. Such results are encourag-
ing if compared to existing evaluations of the alignment
between corpora for emotion recognition (Oberländer
and Klinger, 2018).
The good alignment shows that a set of appraisal di-
mensions seem to occur consistently in different types
of data. This paves the way to transferring this knowl-
edge to other domains, such as abusive language de-
tection and stance detection: these phenomena, in fact,
could be better explained in the light of different ap-
praisal configurations.

6. Discussion

In this work, we presented a novel corpus of social
media data annotated for appraisal. The corpus was
aligned with enISEAR and an experiment to evaluate
the mapping was performed. The results of the annota-
tion and the mapping experiments provide answers to
our three research questions.
RQ1: can texts produced in a non-experimental

setting be understood and annotated according to

Roseman’s appraisal model?

An overall analysis of the corpus shows that Roseman’s
appraisal model can be applied to texts collected in a
non-experimental setting. Apart from Certainty, all ap-
praisal dimensions are moderately balanced. Many in-
teresting correlations between them emerged, namely
Control and Consistency, Control and Responsibility,
and Unexpectedness and Certainty. This suggests ex-

panding the corpus with texts from other domains. Fur-
thermore, an annotation of emotion types and coping
strategies could be useful to better understand the rela-
tionship between the characteristics of events and the
emotion types.

RQ2: is it possible to map an annotation scheme

based on Rosemans’s appraisal theory to enISEAR,

which is modeled on a different appraisal theory?

Despite the differences between APPReddit and
enISEAR annotation schemes, 4 appraisal dimensions
are common to both and can be mapped. This partially
reduces the unbalance in the two corpora, especially re-
garding Certainty for APPReddit and Pleasantness for
enISEAR. A further step may be the application to the
corpus of existing resources for emotion detection, in
order to enrich the resource with information about the
emotions correlating with the appraisal dimensions.

RQ3: Can non-experimental and experimental data

complement each other towards better computa-

tional modeling of appraisal? Experiments showed
a good performance in predicting appraisal dimensions
between the two corpora. This confirms the quality of
mapping. Further transfer learning experiments will
validate whether this knowledge can be leveraged in
other tasks, such as abusive language and stance detec-
tion.

7. Conclusion and Future Work

In this paper we introduced APPReddit, a novel corpus
of 1091 events gathered from social media and anno-
tated for appraisal. The corpus was aligned with an ex-
isting resource of events collected in an experimental
setting and annotated for appraisal with a different an-
notation scheme. Results showed consistency between
the two corpora despite they include different types of
data.
Future work will be devoted to expanding the corpus
quantitatively, including messages from other sources.
Furthermore, the annotation scheme will be improved
to integrate the identification of coping strategies and
emotion types.
Finally, transfer learning experiments will be per-
formed in order to test the effectiveness of this resource
in other domains where emotional responses to events
may improve prediction of sentiment and the explain-
ability of NLP models.
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Definition of Emotions: Components

Emotion (Scherer, 2005)
Emotions are “an episode of
interrelated, synchronized
changes in the states of […] five
organismic subsystems in
response to the evaluation of a
[…] stimulus-event …”

Event

Feeling Expression Bodily Symptom

Cognitive AppraisalAction Tendency
Components

Fear Name
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Cognitive Appraisal in Scherer’s Component
Process model

E
ve
n
t

Relevance Implication Coping

Novelty

Intrinsic
Pleasantness

Goal
Relevance

Causality:
agent

Goal
conduciveness

Outcome
probability

Urgency

Causality
motive

Expectation
discrepancy

Control

Adjustment

Power

Internal
standards

External
standards

Normative
Significance

K.R. Scherer (2001). Appraisal Considered as a Process of
Multilevel Sequential Checking.
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Small Exercise

Please annotate the following two instances
(perspective of underlined entity):
● Our driver will run out of gas in the middle of the highway.
● Mary learns that her husband cheated to win in the lottery.Troiano, Oberländer, Klinger Dimensional Modeling of Emotions with Appraisal Theories

Normative

Relevance Implication Coping Significance

Novelty

(1) suddenness

(2) familiarity

(3) predictability

(16) attention⇤

(17) att. removal⇤

Intrinsic Pleasantness

(4) pleasant

(5) unpleasant

Goal Relevance

(6) goal-related

Causality: agent

(7) own responsibility

(8) other’s respons.

(9) situational

respons.

Goal conduciveness

(10) goal support

Outcome probability

(11) consequence antic-

ipation

Urgency

(12) response urgency

Control

(19) own control⇤

(20) others’ control⇤

(21) chance control⇤

Adjustment

(13) anticipated

acceptance

(18) effort⇤

Internal standards

compatibility

(14) clash with own

standards/ideals

External standards

compatibility

(15) clash with

laws/norms

Figure 6: Appraisal objectives (on top) with their relative checks (underlined) and the
appraisal dimensions investigated in our work (numbered). Checks in parenthesis have
been proposed by Scherer and Wallbott (1997) but are not included in our study. Items
marked with an asterisk come from Smith and Ellsworth (1985).

“Expectation discrepancy” and “Power”. As they differ minimally from other appraisals,
they would complicate the task for the annotators.7

Research in psychology also proposes some best practices for collecting appraisal
data. Yanchus (2006) in particular casts doubt on the use of questions that annotators
typically answer to report their event evaluations (e.g., “Did you think that the event was
pleasant?”, “Was it sudden?”). Asking questions might bias the respondents because it
allows people to develop a theory about their behavior in retrospect. Statements instead
leave them free to recall if the depicted behaviors applied or not (e.g., “The event was
pleasant.”, “It was sudden.”). In accordance with this idea, we reformulate the questions
used in Scherer and Wallbott (1997) and Smith and Ellsworth (1985) as affirmations,
aiming to preserve their meaning and to make them accessible for crowdworkers.
Section 1 in the Appendix reports a comparison between our appraisal statements
and the original questions, as well as the respective answer scales.

The resulting affirmations are detailed below. In our study, each of them has to be
rated on a 1-to-5 scale, considering how much it applies to the described event (1:“not
at all”, 5:“extremely”). The concept names in parentheses are canonical names for the
variables that we use henceforth in this paper.

Novelty Check. According to Smith and Ellsworth (1985), a key facet of emotions is
that they arise in an environment that requires a certain level of attention. Kin to the
assessment of novelty, the evaluation of whether a stimulus is worth attending or worth

7 While our crowdsourcing setup requires laypeople to accomplish the task with no previous training, no
formal knowledge about appraisals, nor their relation to emotions, Scherer’s (1997) questionnaire was
carried out in-lab.

19

(more details starting on page 19 in
https://arxiv.org/pdf/2206.05238.pdf)
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Figure 6: Appraisal objectives (on top) with their relative checks (underlined) and the
appraisal dimensions investigated in our work (numbered). Checks in parenthesis have
been proposed by Scherer and Wallbott (1997) but are not included in our study. Items
marked with an asterisk come from Smith and Ellsworth (1985).

“Expectation discrepancy” and “Power”. As they differ minimally from other appraisals,
they would complicate the task for the annotators.7

Research in psychology also proposes some best practices for collecting appraisal
data. Yanchus (2006) in particular casts doubt on the use of questions that annotators
typically answer to report their event evaluations (e.g., “Did you think that the event was
pleasant?”, “Was it sudden?”). Asking questions might bias the respondents because it
allows people to develop a theory about their behavior in retrospect. Statements instead
leave them free to recall if the depicted behaviors applied or not (e.g., “The event was
pleasant.”, “It was sudden.”). In accordance with this idea, we reformulate the questions
used in Scherer and Wallbott (1997) and Smith and Ellsworth (1985) as affirmations,
aiming to preserve their meaning and to make them accessible for crowdworkers.
Section 1 in the Appendix reports a comparison between our appraisal statements
and the original questions, as well as the respective answer scales.

The resulting affirmations are detailed below. In our study, each of them has to be
rated on a 1-to-5 scale, considering how much it applies to the described event (1:“not
at all”, 5:“extremely”). The concept names in parentheses are canonical names for the
variables that we use henceforth in this paper.

Novelty Check. According to Smith and Ellsworth (1985), a key facet of emotions is
that they arise in an environment that requires a certain level of attention. Kin to the
assessment of novelty, the evaluation of whether a stimulus is worth attending or worth

7 While our crowdsourcing setup requires laypeople to accomplish the task with no previous training, no
formal knowledge about appraisals, nor their relation to emotions, Scherer’s (1997) questionnaire was
carried out in-lab.
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data. Yanchus (2006) in particular casts doubt on the use of questions that annotators
typically answer to report their event evaluations (e.g., “Did you think that the event was
pleasant?”, “Was it sudden?”). Asking questions might bias the respondents because it
allows people to develop a theory about their behavior in retrospect. Statements instead
leave them free to recall if the depicted behaviors applied or not (e.g., “The event was
pleasant.”, “It was sudden.”). In accordance with this idea, we reformulate the questions
used in Scherer and Wallbott (1997) and Smith and Ellsworth (1985) as affirmations,
aiming to preserve their meaning and to make them accessible for crowdworkers.
Section 1 in the Appendix reports a comparison between our appraisal statements
and the original questions, as well as the respective answer scales.

The resulting affirmations are detailed below. In our study, each of them has to be
rated on a 1-to-5 scale, considering how much it applies to the described event (1:“not
at all”, 5:“extremely”). The concept names in parentheses are canonical names for the
variables that we use henceforth in this paper.

Novelty Check. According to Smith and Ellsworth (1985), a key facet of emotions is
that they arise in an environment that requires a certain level of attention. Kin to the
assessment of novelty, the evaluation of whether a stimulus is worth attending or worth

7 While our crowdsourcing setup requires laypeople to accomplish the task with no previous training, no
formal knowledge about appraisals, nor their relation to emotions, Scherer’s (1997) questionnaire was
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aiming to preserve their meaning and to make them accessible for crowdworkers.
Section 1 in the Appendix reports a comparison between our appraisal statements
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Research Questions

Troiano, Oberlaender, Klinger, 2023: Dimensional Modeling of
Emotions in Text with Appraisal Theories: Corpus Creation,
Annotation Reliability, and Prediction.
https://dx.doi.org/10.1162/coli_a_00461
● Can appraisals be annotated reliably?
● Do appraisals help emotion categorization?

University of Stuttgart Roman Klinger Dec 13, 2022 36 / 44

https://dx.doi.org/10.1162/coli_a_00461


. .. .. .. .. .. .. .
Recap

. .. .. .. .. .. .. .
Assignment 02

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Other Approaches

. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .. .
Scherer

Approach

Writer Readers

Appraisal
+

Emotion

Event
Description

produces

annotates

assess

reconstruct

recollects

Event

(1) (2) (3)

Phase 1 Phase 2

● Production: 550 event descriptions for anger, boredom,
disgust, fear, guilt/shame, joy, pride, relief, sadness,
surprise, trust, no emotion
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Questions and Answers

● Do readers agree more with each other than with the
writers?
(does the writer make use of information that the readers do
not have)
● Yes, a bit for emotions; clearly for the appraisals.

● Does it matter if annotators share demographic properties?
● Females agree more with each other, but men less.
● People of similar age agree more.

● Does personality matter?
● Extraverted, conscientious, agreeable annotators perform
better.

Setup:
● Filter instances for attribute, compare with F1/RMSE
● Significance test with bootstrap resampling for .95 confidence interval
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Examples (writer/reader/avg. writer–reader agreement as error)

● All writers/readers agree on emotion, high average
appraisal agreement
pride, .65 I baked a delicious strawyberry cobbler
fear, .84 A housemate came at me with a knife

● All writers/readers agree on emotion, low average appraisal
agreement
disgust, 2.0 His toenails where massive

fear, 2.1 I felt ... going in to hospital
● All readers agree on the emotion, but not with the writer,
high appraisal agreement
trust, joy, .87 I am with my friends
anger, fear, 1.1 My waters broke early during pregnancy
● All readers agree on the emotion, but not with the writer,
low appraisal agreement
pride, sadn., 1.7 That I put together a funeral service for my
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Appraisals add additional information to
emotion analysis

That I put together a
funeral service for my Aunt

Dimension Writer Readers ∆

Emotion Pride Sadness

Suddenness 4 3.6 0.4
Familiarity 1 2.0 −1.0
Predictability 1 1.8 −0.8
Pleasantness 4 1.0 3.0
Unpleasantness 2 4.8 −2.8
Goal-Relevance 4 2.6 1.4
Chance-Resp. 4 4.4 −0.4
Self-Resp. 1 1.2 −0.2
Other-Resp. 1 1.4 −0.4
Conseq.-Predict. 2 1.8 0.2
Goal Support 1 1.2 −0.2
Urgency 2 3.8 −1.8
Self-Control 5 3.2 1.8
Other-Control 3 2.0 1.0
Chance-Control 1 4.6 −3.6
Accept-Conseq. 4 2.4 1.6
Standards 1 2.4 −1.4
Social Norms 1 1.2 −0.2
Attention 4 4.4 −0.4
Not-Consider 1 3.8 −2.8
Effort 4 4.6 −0.6
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Modeling Results

● Classification with RoBERTa-based
models
● Appraisal Classification: 75 F1
● Emotion classification: 59 F1
● + Appraisals: +2pp F1
(+10 for guilt, +6 for sadness)
● + Personality and demographics:
+3pp F1
(ongoing work)

RoBERTa

Classification

Text

Emotion

Appraisal
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Examples where Appraisals correct the
Emotion Classifier

● When my child settled well into school
trust→relief

● broke an expensive item in a shop accidently
guilt→shame

● my mother made me feel like a child
shame→anger

● I passed my Irish language test
pride→relief

● His toenails where massive
pride→disgust
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Take Away

● Other Appraisal-motivated approaches
● Appraisal Theories according to
Smith/Ellsworth and Scherer
● Text-classification methods that consider these theories

University of Stuttgart Roman Klinger Dec 13, 2022 43 / 44



University of Stuttgart 
Institute for  
Natural Language Processing

Emotion Analysis

Evaluation-based Approaches 2

Dec 13, 2022

Roman Klinger


	Recap
	Assignment 02
	Other Appraisal-based Approaches to Emotion Analysis
	Appraisal Prediction following Scherer

